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Abstract—Fireflies exhibit a fascinating phenomenon of spon- menstrual periods [6], and people walking next to each other
taneous synchronization that occurs in nature: at dawn, they on the street tend to walk in synchrony.
gather on trees and synchronize progressively without relying In Section II, we look at experiments that have been made

on a central entity. The present articlé reviews this process . der t hend th hronizati hani |
by looking at experiments that were made on fireflies and the In oraer to comprenen € synchronization mechanism. in

mathematical model of Mirollo and Strogatz [1], which provides Particular, we focus on experiments made on fireflies and
key rules to obtaining a synchronized network in a decentralized how this affected their flashing instants, providing interesting
manner. This model is then applied to wireless ad hoc networks. insights to compare nature with mathematical models.

To properly apply this model with an accuracy limited only to 1 piglogical systems distributed synchronization is com-

the propagation delay, a novel synchronization scheme, which - .
is derived from the original firefly synchronization principle, is monly modeled using the theory of coupled oscillators [7]. For

presented, and simulation results are given. fireflies, an oscillator represents the internal clock dictating
when to flash, and upon reception of a pulse from other
I. INTRODUCTION oscillators, this clock is adjusted. Over time, synchronization

In certain parts of South-East Asia alonaside ri erbankemerges, i.e. pulses of different oscillators are transmitted
male fireﬂilas pather on tr(lejes at dawnland stgrtlemitl\i/n ﬂasé‘multaneously. Synchronization in populations of coupled

gat L 9 Sstillators lies within the field of discrete nonlinear dynamics.
re_zgulgrly. Ov_er time syn(_:hronlzanon emerges from a ra”dOEP theoretical framework for the convergence to synchrony
situation, which makes it seem as though the whole treeiS ¢ neshed networks was published in [1]. This model
flashing n perfect synchrony. Th|s_ phenomenpn [2] formV%i" be presented in Section Ill, and will serve as a basis
an amazing spectacle, and has intrigued scientists fqr sev 5?|deriving a suitable synchronization algorithm for wireless
hundred years. Over the years, two fundamental questions hav tems

been studied: Why do fireflies synchronize? And how do they.l.he Mirollo and Strogatz model of [1] has already been

ize?
Sy_'?_ﬁhr?mfe' tion led t di _ bioloai applied to wireless networks. One of the first papers to
€ hirst question led to many diScussions among biologis ply the firefly synchronization model to wireless networks

In all species of fireflies, emissions of light serves as a me s [8]. It utiized the characteristic pulse of Ultra-Wide-

of communication that helps female fireflies distinguish mal?and (UWB) to emulate the synchronization process of pulse-
of its own species: the response of male fireflies to emissio

o . . L upled oscillators, and included more realistic effects such as
from females is different in each species. However it is naf,

) . : o ._Channel attenuation and noise.
clear why in certgln SPecles of _flref||es, fales synchromze.To lift the restriction of using UWB pulses and apply the
Several hypothesis exist: Either it could accentuate the ma Sdel of [1] to wireless systems, delays need to be taken into
rhythm or serve as a noise-reduction mechanism that he '

them identify f les [31. This ph Id al X ount. Both models of [1] and [8] assume that fireflies form
em identify females [3]. This phenomenon could also enal efuIIy-meshed network and communicate through pulses.
small groups of males to attract more females, and act a

i h 3 HBwever pulses are hardly considered for communications in
cooperative scheme [3]. ) o a wireless environment, because they are difficult to detect.
Although the reason behind synchronization is not fully un- ¢ refiact more realistic effects such as message delay and
derstood, flreflles are npt the pnly biological system d'5p|ay”]855, [9] proposed to synchronize using a low-level timestamp
a synchronized behav_|0r. Th|s emergent pattern Is presentyfi i “mac layer. The principle is similar to the original
heart cells [4], where it pro_wdes robustness agamst the deﬂmfly synchronization scheme, in the way that each node
of one or more cells, and in neurons, Whe_re !t enables raE:igjusts its clock when receiving such a timestamp. Because
computation [5]. Amon_g_humans, synchronization alsq occu estamps need to be exchanged, the approach of [9] tries to
For example, women living together tend to synchronize the::{(/oid the ideal case of the Mirollo and Strogatz model where

1 - . : all nodes transmit simultaneously. This case creates too many
A preliminary version of this paper was presented at 3rd workshop of the

ESF-funded scientific program MINEMA, Leuven, Belgium, February 200é:0!liSions, which _prevalls nodes frqm synchronizing. How-
The authors would like to acknowledge MINEMA for their support. ever, from a physical layer perspective, all nodes transmitting



synchronously a common word can help a faraway receiv?
synchronize and communicate with the rest of the networ
because it receives the sum of all transmitted powers (kno g1
as the reachback problem). Hence, unlike data transmissi
a synchronization process where all nodes transmit the sa g,
word is not affected by collisions in a similar way to flooding
Taking advantage of a common synchronization word al:
helps the network synchronizing quicker.

Therefore our approach, which also integrates realistic ¢ -
fects such as transmission delays, bases the synchronlzauon
algorithm entirely on the physical layer. This has severaly. 1. Experiments by Buclet al. (from [14] with kind permission of
advantages over [9] such as the fact that collisions are in f&@fpringer Science and Business Media). Delays are expressed in ms.

a benefit to the scheme and the time to reach a synchronized

state is shorter because there is no random backoff. This ] ) ] ]
synchronization strategy, which was first introduced in [10] From Fig. 1, when an external signal is emitted, three
and is presented in Section IV, combats transmission afifferent responses are identified:

processing delays by modifying the intrinsic behavior of a « In response A, the artificial signal occurs oryms
node. Differently from [10], the present paper studies similar- ~after the firefly’s spontaneous flash. As the following
ities between experiments made on fireflies and mathematical response from the firefly occurs at a normal time of

interpretations that have been made, and deepens the analysis. 950 ms, the signal does not seem to have modified the
natural response. This corresponds to a refractory period:

Il. EXPERIMENTS ONFIREFLIES during this time, the potential of the flash regains the

Early hypotheses had difficulties explaining the firefly syn- ~ “resting” position and no modification of the internal
chronization phenomenon. For example, Laurent in 1917 dis- clock is possible.
missed what he saw and attributed the phenomenon to the In responses Bl and B2, the signal inhibits the response
blinking of his eyelids [11]. Others argued that synchrony Of the firefly: instead of emitting light after abo260 ms,
was provoked by a single stimulus received by all fireflies it delays its response until20 ms and940ms after re-
on the tree [12]. However the presence of a leading firefly or ~ceiving the signal. Thus successive flashes o¢8ab ms
a single external factor is easily dismissed by the fact that not and1635ms, which is far more than the natural period.
all fireflies can see each other and fireflies gather on trees and In response C, the artificial signal occursO ms before
progressively synchronize. The lack of a proper explanation the natural flashing, and does not have any incidence
until the 1960s is mostly due to a lack of experimental data. ~ on this flash. This is due to a processing delay in the

Among early hypotheses, Richmond [13] stated in 1930 central nervous system of a firefly, which is equal to about
what came very close to the actual process: “Suppose that 800ms [14]. Therefore the external signal influences the
in each insect there is an equipment that functions thus: when following flash, which is advanced by50 ms. Thus the
the normal time to flash is nearly attained, incident light on  external signal has an excitatory effect on the response
the insect hastens the occurrence of the event. In other words, and brings the firefly to flash earlier.
if one of the insects is almost ready to flash and sees othefThe modified behavior of the firefly depended only on
insects flash, then it flashes sooner than otherwise. On the instant of arrival of the external signal. The responses
foregoing hypothesis, it follows that there may be a tendendysplay both inhibitory (responses B1 and B2) and excitatory
for the insects to fall in step and flash synchronously.” (response C) couplings depending on the instant the external

This statement identifies that synchronization among firélash is perceived. Furthermore a refractory period placed after
flies is a self-organized process, and fireflies influence easfmission is also present (response A).
other: they emit flashes periodically, and in return are receptiveln all cases, the external flash only altered the emission
to the flashes of other males. of one following flash, and in the following period, nodes

To understand this process, a set of experiments was coggained their natural period of about one second. Variating
ducted by Bucket al. [14]. These experiments concentratethe amplitude of the input signal also yielded similar results.
on the reaction of a firefly to an external signal depending For more insights into the phenomenon or firefly synchro-
on when this light is received. Naturally a firefly emits lighhization, Chapter 10 in [12] provides a history of studies on
periodically every965 + 90ms [14], and the external signalfireflies, including early interpretations, and analyzes different
changes this natural period. experiments including the one presented in this section.

For the experiments, the firefly was put in a dark room These experiments have helped mathematicians to model
and was restrained from seeing its own flashes. Stimuli wdieeflies. However proving that synchrony occurs when both
made by guidingl0 ms signals of light from a glow modulator inhibitory and excitatory coupling are present has, to our
lamp into the firefly’s eye via a fiber optics. Responses wekaowledge, not been done yet. Therefore we will concentrate
recorded and are shown on Fig. 1. on the existing model of [1], which considers exhitatory




coupling and no delays, in order to derive a synchronizatidthe phase function during one period when the oscillator is

algorithm suited for wireless systems. isolated.
[1l. FIREFLY SYNCHRONIZATION (I) i . ¢
; ire ire
The internal clock of a firefly, which dictates when a |()

flash is emitted, is modeled as an oscillator, and the phase (I)
of this oscillator is modified upon reception of an external th
flash. In general this type of oscillator is termealaxation
oscillators which are not represented by a typical sinusoidal
form but rather by a series of pulses. There is no general model
describing this class of oscillators, and some examples include
Van der Pol oscillators and integrate-and-fire oscillators [1]. A
review of this class of oscillators and their implications can
be found in Chapter 1 in [15].

In the remainder of this paper, we will focus on integrate-
and-fire oscillators, which are also termed “pulse-coupled
oscillators”. Pulse-coupled oscillators interact through discreteThe phase function encodes the remaining time until the
events each time they complete an oscillation. The interactiBgXt firing, which corresponds to an emission of light for a
takes the form of a pulse that is perceived by neighborirﬁﬁeﬂy- The goal of the synchronization algorithm is to align _a!l
oscillators. This model is used to study biological systenfdternal counters, so that all nodes agree on a common firing
such as heart cells, neurons and earthquakes [5]. This seciiti@nt. To do so, the phase function needs to be adjusted.
describes how time synchronization is achieved in a decentral-The phase function dictates when a pulse or a flash is

Fig. 2. Time evolution of the phase function

ized fashion in a system af oscillators. emitted. For a firefly, the natural periddl is equal to about
] one second. In order to simplify the analysis, the Mirollo
A. Mathematical Model and Strogatz model does not encompass the clock jitter of

Each oscillatos, 1 < ¢ < N, is described by a state variablet90 ms that is experimentally observed (Fig. 1). Therefore
x;, Similar to a voltage-like variable in a RC-circuit, and itsn the following, we consider that all nodes have the same
evolution and interactions are described by a set of differentidynamics, i.e. clock jitter is considered negligible.

equations [16]: For considerations about clock jitter and frequency adjust-
N ment, a different oscillator model was proposed by Ermentrout
da:;t(t) — g+ I+ Z Jij - Pi(t) (1) in[17], where oscillators have different frequencies.
o B. Synchronization of Pulse-Coupled Oscillators

where I controls the period of an uncoupled oscillator and irolio and Strogatz analyzed spontaneous synchronization

Ji,; determines the coupling strength between oscillatofshenomena and also derived a theoretical framework based on
Whenz; = an, whereay, is the state variable threshold, anyy|se-coupled oscillators for the convergence of synchrony [1].

oscillator is said to ‘fire’: at this instant, its state is reset to \ypen coupled to others, an oscillator is receptive to the

zero and it emits a pulse, which modifies the state of othgfses of its neighbors. Coupling between nodes is considered
coupled oscillators. The coupling functiapy is defined as a jsiantaneous. and when a nodg < j < N) fires att = 7

train of emitted pulses: i.e. ¢;(7;) = o, all nodes adjust their phase as follows:

Pi(t) =20 (t—7") @ {@(a) =0
" ¢i(1;) = ¢i(75) + Ap(di(75)) for i # j
Fig. 2(b) plots the time evolution of the phase when receiv-

As (1) is not solvable in closed-form for arbitraty, [1] N9 @ pulse. To simplify notations, the parametein Eq. (2)

relies on a discrete approach. To demonstrate that synchrny!"oPPed, which is coherent with Fig. 1 where the external

is always achieved independently of initial conditions, eacﬂ nal affecteq only one-following flashing. ) )
oscillator is described by a phase functiopwhich linearly ~ BY @ppropriate selection ah\¢, a system ofN identical

increments from 0 to a phase threshalg and periodically oscillators forming a fully-meshed network is able to syn-

4)
where 7" represents then™ firing time of oscillator;j and
4(t) is the Dirac delta function.

fires everyT seconds: chroniz_e their firing _instants v_vithin a few periods [1]. The
phase incremenf¢ is determined by the Phase Response
dpi(t) _ ém (3) Curve (PRC). For their mathematical demonstration, Mirollo

dt T and Strogatz derive that synchronization is obtained whenever

When ¢,(t) = ¢, a node resets its phase @0 If not the firing mapx;(t) = f(¢;(t)) is concave up and the return
coupled to any other oscillator, it naturally oscillates and firemap ¢;(t) + A¢(di(t)) = g(xzi(t) + €), where e is the
with a period equal tdl'. Fig. 2(a) plots the evolution of amplitude increment, is its inverse [1]. The resulting operation



¢i(t) + Ap(oi(t)) = g(f(oi(t))) yields the PRC, and is a If considering a propagation delay between two nodes

piecewise linear function: and j, denoted byTé”), then the pulse of influences; not
i (59) 1f thi  t h
(71) + Ad(i()) = mi il 1 instantly as before, but aftef; . If this causesj to reacl
9i(73) + AP(@i(73)) = min (- ¢s(75) + 5,1) the threshold and transmit a pulse, thealso increments its
) a=exp(b-e) (5) phase afteTo(”), which can cause it to fire, and so on. If more
with 3= exp(?;)—l than two nodes are present in the system, nodes continuously
)l fire.

where b is the dissipation factor. Both factors and 3 To avoid this unstable behavior, a refractory period of
determine the coupling between oscillators, and are identigiirationT e is added after firing: after transmitting its pulse,
for all. The thresholdsy, is normalized to 1. a nodeid stays in a refractory state, wherg(t) = 0 and

It was shown in [1] that if the network is fully-meshedno phase increment is possible, and then goes back into the
as well asae > 1 and3 > 0 (b > 0, ¢ > 0), the listening state where its phase follows (3). This period is also
system always converges, i.e. all oscillators will fire as ongbserved in case A in the experimental data of Fig. 1.
independently of initial conditions. The time to synchrony is Stability is maintained if echoes are not acknowledged,
inversely proportional tax. which translates to a condition Gfeg:

As it can be observed on Fig. 2(b), detection of a pulse T > 9. Timad (6)
shortens the current period and causes an oscillator to fire reft 0
early, becauseA¢(¢;(t)) > 0,V¢;(t). Compared to the whereT{™ is the maximum propagation delay between two
experimental data of Fig. 1, the Mirollo and Strogatz modelodes in the network. With the introduction of the refractory
exhibits only excitatory coupling, and no refractory period istate, the accuracy of the synchronization scheme is equal or
present. smaller to the maximum propagation delay.

However the main features of the experiments are present:
nodes do not need to distinguish the source of the synchk- Transmission Delays in Wireless Systems
nization pulse, and adjust their current phase upon receptionmrhe previous scheme implies that nodes communicate
of a pulse. The SynChronization scheme relies on the inSt@]ﬁﬂough pu|ses and that a receiver is able to |mmed|ate|y
of arrival of a pulse and receivers adjusting their phases whgatect a single pulse of infinitely small width, and no decoding
detecting this pulse. is done by the receiver. In a wireless environment solitary

Applied to wireless systems, this has the advantage thaflses are hardly used alone as they are virtually impossible
interference and collision is not observed, because a receigidetect. More realistically a synchronization word is used.
does not need to identify the source of emission. Furthermarethe original firefly synchronization scheme, nodes do not
two pulses emitted simultaneously can superimpose constriged to distinguish between emitters. Therefore a common
tively, which helps a faraway receiver synchronize. This typ§nchronization word is broadcasted by all nodes when firing.
of spatial averaging has been shown to beneficially bound theThe synchronization word can be chosen from a variety of
synchronization accuracy to a constant, making the algorittgshemes: it can correspond to a sequence of pulses, a Pseudo-

scalable with respect to the number of nodes [18]. Noise (PN) sequence [20] or the 802.11 preamble [21]. In all
these cases, the synchronization word has a certain duration
IV. APPLICATION TOWIRELESSSYSTEMS Try.

In wireless systems, different delays need to be taken intoDuring the transmission of this word, a node is unable to
account. The algorithm needs to be modified to accouiiceive. This constraint is due to limitations on the Radio
for propagation delays, so that the system remains stabféequency (RF) part of transceivers.

Moreoverlong synchronization wordseed to be considered After the message has propagated and been received by node
for the synchronization scheme, and a receiver requires soimgome processing time is required to correctly declare that a
decoding delay to properly identify that a synchronizatiosynchronization message has been received. This results in a
message was transmitted. As these delays affect the achievalsleoding delayl yec

accuracy, we will modify the intrinsic behavior of a node, so Altogether, four delays need to be taken into account to
that high accuracy is regained, and evaluate the novel schemadel the synchronization strategy to a wireless network:

through simulations. . T"): Propagation delay - time taken for a burst to
propagate from the emitting to the receiving node. This
time is proportional to the distance between two nodes.
Within the field of nonlinear oscillators, it is known that « 7,: Transmitting delay - length of the synchronization
when a delay occurs, even if it is constant between all nodes, word. A node cannot receive during this time.
then a system of pulse-coupled oscillators becomes unstable, Ty..: Decoding delay - time taken by the receiver to prop-
and is never able to synchronize [19]. In wireless systems, even erly identify the emissions of a synchronization word.
when considering communication through pulses, a propaga- This time needs to be overestimated to account for the
tion delay dependent on the distance between nodes occurs. slowest receiver.

A. Synchronization through Pulses



» Ti.: Refractory delay - time necessary after transmitting.2 - 7" is transmitted by nodg¢ att¢ = 7;, and is collected by
to maintain stability. the receiver. The output of the correlator produces a large peak

In this paper, all propagation delays are considered ndfat occurs at exactl§; = 7; + Tt [20]. In order to properly
ligible in order to focus our analysis on the effects of thiglentify this peak, node increments its phas€jec = 0.12- T
transmission time and the decoding delay on the originafter the peak, i.e. a; + Tgec
scheme. This assumption is valid when considering WirelessThese delays are the most significant difference from the
LAN settings in an ad hoc scenario. Typically the maximurivirollo and Strogatz model, which assumes no propagation
operation range i$0m, which limits the propagation de|ayde|ay, an infinitely short transmission time and no decoding
to Ty = 22M ~ (.17 us. In comparison, the preamble ofdelay [1]. The total delay is defined by:
an 802.11 frame, which can be used as the synchronization _
word, has a duration dfr, = 8 us [21]. Noise at the receiver Tael = Trx + Taec ®
and channel gain are also neglected to emphasize the effect dVhen several nodes transmit, if the PN sequence has low
delays on the original scheme. auto-correlation properties such as a Gold sequence [22], then

For simplicity, transmission and decoding delafs, and distinct peaks appear at the output of the correlatoexactly
Tyec are the same for all nodes. To assume that the decodifig| after a node has fired [20]. Thus several transmissions
delay is the same for all nodes, slow receivers need ape distinguishable and several phase increments occur. If
be accounted for. Therefore, in practice, this delay shoutddes fire and transmit synchronously, peaks superimpose
be overestimated, so that all nodes increment their phasesstructively.
simultaneously upon proper reception of a synchronizationThe total delaylye represents the inherent time difference
word. between the beginning of the transmission of a synchroniza-

To illustrate the impact of these delays, we choose tlien burst and its successful reception. From the theory of
synchronization word to be a PN sequence. When npdecoupled oscillators, it is known that delays impact heavily on
fires, it enters a transmit state: a synchronization woft the synchronization process and its stability [23]. For pulse-
passes through a shaping filter and starts being emitted. It tlomupled oscillators, it has been shown that the system becomes
propagates through a chanrielt) before being received by unstable in the presence of delays [24], but this model does
node:, which collects the incoming signal through a matcheaot account for the transmission and refractory periods, where
filter and samples it [20]. As:(t) is the same for all nodes, no coupling is possible. In our model, as coupling is only
node: detects it by correlating the received signal with thpossible when nodes are in a listening state, stability issues
known message. The output of the correlation detector is givere prevented by adjustiries, and proper choice foF ef is
by [20]: done through simulations.

Ai(t) = x(—=t) * y;(¢) (7) In any case, due tdye and to the fact that during transmis-
sion it is not possible to receive, geafnesf durationTyg
appears in which nodes cannot listen to the network. Within
IO\%%LS deafness, no mutual coupling between nodes can occur,

ich implies that the attainable synchronization accuracy is
lower bounded byl For transmission technigues where the
time for one symbol block7tk, cannot be assimilated as a

wherey; (t) is the incoming signal at nodeand« denotes the
convolution operator.

From the system model described previously, Fig. 3 p
the output of the correlation detecthy(¢) and the correspond-
ing phase function of nodeduring this period.

100 : pulse, such an accuracy is clearly unacceptable. Therefore,
ol T, i there is a need to modify the synchronization strategy.
ec
T .
= o Tx ] C. Compensating Delays
< o 7 In order to regain high accuracy, we propose to combat
20¢ ] transmission delays by modifying the intrinsic behavior of
O o e —_———— a node: after firing, a nodeéelaysits transmission of the
TJ- “me/Te+T synchronization word. This approach is similar to the one
. | __dec observed in the experiments of fireflies: in response C of

Fig. 1, the advance in flashing is not effective immediately
upon reception of a signal, but occurs in the following period.
The waiting delay is chosen to be:

Twait =T - Tdel =T - (TTx + Tdec) (9)

A@OFT, DT

C

nmoefslT 06 07 08 09 1 where T' denotes the synchronization period. With this ap-
proach, receivers increment their phases exagtlgeconds
Fig. 3. Example of the output of the correlator when considering noiseafter a transmitter fired.
This scheme modifies the natural oscillatory period of a
On Fig. 3 a synchronization sequence of duratifn = node, which is now equal t@ - T. Nodes are coupled only

0 i i
0 0.1 0.2 0.3 0.4




if they can hear each other duriribkk, which is the time D. Simulation Results
during which the phase function will linearly increments over Deriving a thorough mathematical demonstration that syn-

time. This time is reduced by the Wai.ting, transmitting, angh oy is reached when each node follows the simple rules of
refractory delays, and is now equal to: waiting before transmitting is a task of formidable difficulty,
P ' _ _ as proving synchrony when no delays are present is already
Trx =2 T = (Twait + Trx + Trent) = T+ Taeo — Trenr (10) difficult. The behavior of the system lies within the field of
To summarize the modified behavior of a node, Fig. 4 reprggnlinear dynamics_, and a complete description and an_alysis
sents the four successive states of a nodst , transmit , °°0€S not seem easily reachable. The_ref(_)re we rely on simula-
refr andlisten  when Tyat = 0.75 - T, Try = 0.2 - T tion results to evaluate our synchronization scheme.
Taee = 0.05- T, T = 0.2 - T and Tk '_085.T. A To verify the validity of the synchronization scheme, Monte
ec — . l refr — . X — . . . . . . .
node is represented as a marker that circles around the pHagH° S|n’f1ulat|ons ‘Te (I:arned out. Fig. 2plots the sylnc_hromza-
diagram linearly over time and counterclockwise. Using thion rate for several values Gy, Trerr anda. For simulations,
diagram, N nodes can be represented on the same circféCh periodl’ és_decom_posedfmto hl5ood steps, anfl at gacrrl]
which helps analyzing the dynamic evolution of the systerfjicP: State and interactions of each node are evaluated. The

One full rotation of a marker corresponds to a periodr’. decoding dglgy is_, fixed t@gec = 0',1 - T'. Nodes are gble to
perfectly distinguish each transmitted synchronization word,

e.g. by using a long Gold sequence as the synchronization
word. The initial conditions correspond to the case where
all nodes have randomly distributed state variable, i.e. each
node is assumed to be active starting with a random phase
¢:(0). Successful synchronization is declared if two groups
of oscillators firingT" seconds apart form, and the synchrony
rate is defined as the number of successful synchronizations
after50-T over the number of realizations of initial conditions,
which is set to 1000. Initial conditions correspond to the worst
case scenario where initially all state variables are randomly
distributed around the phase diagram of Fig. 4.

100} Qi 3 ]
Fig. 4. Phase diagram of a system of nodes following the novel gl 1
synchronization strategy. Two groups of oscillators form, spaced exdctly &
apart. 1]
S eor 1
z
For a system ofV oscillators, all firings instants are initially £, | |
randomly distributed over a period @f- T, i.e. all markers £ ||-©-a=137,=02T
. . . . %) - -
are randomly uniformly distributed around the circular state™ |93 Ter =047 |
machine representation. Each oscillator follows the same rules 07 LA T =02 T
.. L. . —H—a=14,T =04T
of waiting before transmitting. When a message is successfully L= : : ‘ ‘ ‘ ‘ ‘
received durindisten , the marker representing this node o1 02 03 04 0506 07 08
. . . . . Tx
abruptly shifts its position towards the diametrically opposed
state on the representation of Fig. 4. Over time the oscillators Fig. 5. Synchronization rate wheFry varies

split into two groups diametrically opposed on the state
machine representation, each group firiigeconds apart and  For Ty = 0.2- T, o = 1.4 (high coupling), and low values
helping each other to synchronize. Thereféres still used as of Ty, the system is unstable and synchrony is not always
the reference synchronization period. reached. In this case, clusters of oscillators form and oscillate
The formation of two groups is a necessary requirement fotore rapidly (phase-locking mechanism). This phenomenon
maintaining high accuracy, because nodes that transmit almiesids to disappear when the transmitting time increases, but it
simultaneously cannot hear each other (deafness while traigssnever completely resolved and the synchrony rate is never
mitting). Therefore each group helps the other to synchroniaggher than90%.
by transmittingT’ seconds after the other. When increasing the refractory timley; to 0.4-7T, synchro-
With this new transmitting strategy the accuracy of symization is always obtained for a large range 6. Thus,
chronization is no longer limited b¥ge. Successful synchro- a relatively long refractory time is preferable. Fék, >
nization is therefore declared when firing instants are spre@@ - 7', the synchrony rate becomes lower thad’% and
over a time interval that is equal or smaller than the maximudrops very rapidly. This can be explained by the proportion
propagation delay. of the listening time, which becomes small compared to the



transmitting time. This makes it difficult for nodes to heamay result in a “deafness effect”, where a local group of
another and reach a consensus. nodes all transmit at similar time instants, which implies

Fig. 6 plots the mean time taken by a system of 3at these nodes cannot hear each other. While for a fully-
oscillators to synchronize. The duration of a time slots meshed network the probability that all local nodes are within
used as reference. one group tends to zero, the deafness effect causes severe
problems for meshed networks, and is a suitable topic for
ul[o-a=13T1_ =021 - | further research.
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