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Abstract: 'We compare two approaches for Quality of
Service support in WLAN-based ad hoc networks. The first
approach is to use per-packet priorities, according to the
IEEE 802.11e standard. The second approach is to allo-
cate radio resources on the path between source and des-
tination, according to our protocol ’Distributed end-to-end
Allocation of time slots for REal-time traffic’ (DARE).

Performance simulations show the following results: In
case of low load, IEEE 802.11e has slightly lower end-to-
end delay and higher packet loss rate, since it does not use
any coordination among nodes for real-time packets. In
case of medium load, DARE is superior in terms of jitter,
delay, and packet loss. In case of high load, DARE clearly
outperforms 802.11e. The results still hold if DARE has to
repair the resource reservation path due to node failures.

1. Introduction

Applying the Distributed Coordination Function
(DCF) of IEEE 802.11 in multi-hop wireless networks
leads to uncertainties as to when a node can transmit over
the next hop. These uncertainties sum up over multiple
hops, hence throughput and end-to-end delay can suf-
fer from large variations. This is especially crucial for
real-time applications with demanding Quality of Ser-
vice (QoS) requirements. To support a certain level of
QoS, extensions or modifications to DCF are needed.
Two basic approaches can be employed.

The first approach is to assign different priority levels
to packets [21, 13, 17, 11, 18, 3]. As packets arrive at
a node, it handles them according to their priority level.
Packets with high priority (e.g., real-time packets) are
transmitted prior to packets with low priority. The major
issue is how to assign these priorities. This is typically
done by defining different intervals for both the random
backoff period and interframe period. For example, the
contention-based access scheme in IEEE 802.11e, called
Enhanced Distributed Channel Access (EDCA) [3], im-
plements different packet priorities. Packets with high
priority have low random backoff periods and low inter-
frame periods. A node handles the packets in different
queues, such that a packet from a queue with higher pri-
ority is sent before a packet from a queue with lower pri-
ority. In a single hop environment, EDCA offers better
average delay and throughput than the usual DCF [15].
In a multi-hop environment, the throughput for a flow
with high priority can be maintained stable, and the av-
erage end-to-end delay can be kept within bounds [6].

The second approach to support QoS is to reserve re-
sources for a particular real-time traffic flow. For exam-
ple, each node between source and destination allocates
some dedicated time slots for this flow before the actual
transmission starts. On the one hand, this removes un-
certainties that come with a distributed random medium
access. It thus has the potential to support applications
demanding a non-varying end-to-end delay. On the other
hand, such a reservation mechanism is typically much
more complex than a priority mechanism. In particu-
lar, it adds signaling overhead to coordinate the nodes.
All nodes between source and destination must agree in
distributed manner on the reserved resources, the non-
participating nodes must be informed so they abstain
from transmission, and the reservation must be main-
tained and re-established when broken.

The goal of this paper is to compare a priority-based
and a reservation-based QoS approach, in particular with
respect to their end-to-end delay (average delay and jit-
ter). As priority-based approach, we use EDCA of
802.11e. As reservation-based approach, we use the Dis-
tributed end-to-end Allocation of time slots for REal-
time traffic (DARE) protocol, which was presented in
our previous work [7, 8]. We show that DARE offers
a more stable end-to-end delay with very low jitter, and
it “guarantees” a certain delay of real-time packets even
if the background traffic is very high and the reservation
must be frequently re-established due to node failures.

This remainder of this paper is organized as follows.
Sections 2 and 3 recall the functionality of DARE and
EDCA, respectively. Section 4 describes the simula-
tion model used for performance comparison. Section 5
presents and interprets the simulation results. Finally,
Section 6 concludes and gives ideas for further research.

2. Distributed Resource Allocation with
DARE

Most existing reservation mechanisms allocate re-
sources in a single-hop fashion [10, 12, 14, 20, 19, 23,
16]. The DARE protocol, however, reserves resources
on the entire path between source and destination be-
fore the actual data transmission can begin. This reser-
vation is performed in a completely distributed manner.
The following paragraphs summarize the basic protocol
functionality. More detailed information can be found
in [7, 8].
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Figure 1: DARE: reservation setup and data transmission

Reservation Setup As shown in Figure 1, the source
node sends a Request-To-Reserve (RTR) message con-
taining the requested duration and periodicity of a time
slot. This message is propagated via all intermediate
nodes to the destination node. Each intermediate node
forwards the RTR if it can accept the reservation re-
quest. The destination node responds using a Clear-
To-Reserve (CTR) message, which propagates back to
the source node and indicates to all intermediate nodes
that the reservation request is accepted. As the source
node receives the CTR, it can start the transmission of
real-time packets in the following time slot. If the reser-
vation request cannot be met by all intermediate nodes,
some intermediate nodes will not receive the CTR and
thus release their resources after a certain time period.
In essence, we make 802.11 aware of TDMA-inspired
reserved time slots, while retaining the usual DCF for
non-real-time data.

Reservation Protection To protect the reservation
path from interference, it is important that nodes located
in the vicinity of the reservation path are also informed
about the reserved time slots. Nodes that are directly
adjacent to the reservation path are informed by over-
hearing the setup messages or real-time data packets.
Unfortunately, for carrier sensing networks, the range
where a node can interfere is much larger than the range
where a node can receive [9]. This implies that nodes
that do not overhear (cannot decode) the setup messages
can still interfere, if they start a transmission directly be-
fore the reserved time slot. Therefore, the protection of
the reservation is extended to a two-hop neighborhood.
This is implemented in a way that adjacent nodes that
are aware of the reservation but not participating inform
non-aware nodes using the RTS/CTS exchange of non-
real-time transmissions.

Data Transmission Upon completion of the reserva-
tion setup, the source node can transmit real-time pack-
ets during the reserved time slots without performing ad-
ditional medium access control. Lost real-time packets
are not retransmitted, since collisions are very unlikely.

Reservation Maintenance and Repair If the nodes
switch on and off or move, the path between source and
destination may break. Hence, we need a distributed
scheme to handle such broken paths.

The task of the DARE protocol is to detect the broken
path and pass this information from the MAC layer to
the network layer. The routing protocol can then find a
new path (route repair). Once this new path is found, the
DARE protocol will repair the resource allocation.

For the DARE protocol to detect a broken path, we
need to acknowledge every transmission of a real-time
packet. Then, a node notices if its next-hop neighbor
is no longer alive or moved out of reach. We have de-
signed DARE to use implicit acknowledgments (i1ACK),
i.e. each node overheads the real-time transmission of its
subsequent node in the path in the next time slot. This
can be done because we use periodic time slots. At the
last hop, an explicit acknowledgment (eACK) is used, as
the destination node does not forward the packet.

Upon detection of the broken path, DARE informs
the routing protocol. Some routing protocols support
both local and source-initiated route repair. In this
case, DARE reserves the reservation accordingly: For a
source-initiated route repair on the network layer, DARE
performs source-initiated reservation repair on the MAC
layer. For a local route repair, it performs a local reser-
vation repair. During the repair procedure, the messages
of the routing protocol are given priority, and real-time
packets are buffered. Reservations that are no longer
needed will time out after three unused time slots (initial
simulations have shown that this is a reasonable value).

3. IEEE 802.11e

Before we explain the QoS functionality of 802.11e,
let us briefly recall the basic functionality of the stan-
dard DCF [2]: Before a node is allowed to transmit it
must sense the channel. If the channel is busy, the node
backs off for a certain time period. If the channel is idle,
the node waits a Distributed Inter Frame Space (DIFS)
and continues to sense the channel. If the channel is
still idle after this waiting period, the node transmits. If
the channel is busy after this waiting period, the node
backs off. The time period that a node has to back off
upon a busy channel is determined by a random integer
number and the physical layer parameter aSlotTime. A
random integer number is chosen from a contention win-
dow [CWpin, CWmax], which acts as the starting value
for a counter: The node decreases the counter by one if
the channel is idle for a time period of aSlotTime. If the
channel is busy during this period, the node freezes the
counter until the channel is idle again. Once the counter
reaches zero, the node transmits.

The Enhanced Distributed Channel Access (EDCA)
of 802.11e [3] is an extension of this mechanism to in-
clude different priorities to packets. Packets of high pri-
ority should have a higher probability of gaining medium
access. To do so, four access categories have been de-
fined: voice, video, best effort, and background traffic.
Voice has the highest and background traffic the low-
est priority. Each category has its own queue within a



Access Category | voice video besteffort background DCF
CWhin 7 15 31 31 31
CWax 15 31 1023 1023 1023
AIFSN 2 2 3 7 2

Table 1: Back off and AIFSN values for EDCA and DCF

node. Packets from the queue with the highest priority
are transmitted first. When this queue is empty, packets
from the second highest priority queue are transmitted,
and so on. Furthermore, each category has a different
contention window and backoff times.

Table 1 shows the minimum and maximum values of
the contention window (CW ;n, CWmax). Voice pack-
ets have the lowest backoff interval (from 7 to 15); best
effort and background packets have the same backoff in-
terval as usual DCF (from 31 to 1023).

The time period that a node has to sense a channel to
be idle before it is allowed to transmit, is called Arbitrary
Inter Frame Space (AIFS) in EDCA. It is determined
according to

AIFS = AIFSN - aSlotTime + aSIFSTime ,

where the number AIFSN is defined by the access cate-
gory (see Table 1), and aSTFSTime is a parameter of
the physical layer. By assigning packets with high prior-
ity a small AIFSN, the waiting time before transmission
becomes smaller.

4. Simulation Model

In our simulation scenario, 100 nodes are distributed
on a square area using a uniform random distribution.
All nodes transmit with such power that they have a com-
munication range of about 200 m, using a radio model
from the Lucent WaveLan interface card. To guarantee
that the resulting network is connected with high prob-
ability (larger than 99 %), the length of the area is set
to 700 m [4]. The multi-hop paths are found using the
Ad hoc On Demand Distance Vector (AODV) routing
protocol. All nodes transmit data packets with 1 Mbps,
which is the basic data rate channel of IEEE 802.11.

We generate one real-time flow in this network. The
destination and source nodes are randomly chosen from
the 100 nodes. Every 0.1 s, the source node generates
a real-time packet of size 512bytes on the application
layer. When the packet is transmitted on the physi-
cal layer, it has a size of 600 bytes, which includes
UDP, 1P, MAC, and physical-layer header and pream-
bles. Thus, the transmission using the 1 Mbps channel
takes 7 =4.8 ms.

The remaining 98 nodes transmit non-real-time (nrt)
traffic. They transmit packets with 512 bytes size with
exponentially distributed inter-arrival times. We com-
pare the outcome of three different load values for this
background traffic: A=5kbps, 10kbps, and 100kbps
per node. All nrt-nodes transmit to the destination of
the real-time transmission, hence the randomly chosen

destination node can be interpreted as an access point or
gateway of a multi-hop access network.

Using DARE, we must reserve time slots of length
7=4.8 ms every 0.1 s. Intermediate nodes need both a
receive and transmit slot, thus 9.6 ms is reserved. The
simulations of IEEE 802.11e are performed with the
highest priority (voice) for the real-time flow and low-
est priority for the background traffic (see Table 1). We
set aSlotTime=20 us and aSTFSTime = 10 us. For
more parameters of the EDCA simulation, see [22].

To simulate network dynamics, every nrt node
switches off after some random time, which is sampled
from a negative exponential distribution with a given ex-
pected value E{T,,}. It switches on again after another
random time, sampled from the same distribution with
the expected value E{T,%}, and so on. For simplicity,
we set F{Ton} = E{T,g} and call this parameter .

We use the NS-2 simulator [1] with a simulation time
of 3600s. We simulate 50 random scenarios and then
take the average of the performance values.

5. Results

5.1 Average Packet Delay and Packet Loss Rates

Figure 2 shows the average end-to-end delay of real-
time packets over p for three different values of the back-
ground traffic (A = 5 kbps, 10 kbps, and 100 kbps per nrt
node). Using EDCA, the background traffic has a huge
impact on the delay. With 100 kbps load, the average de-
lay is almost three times as large as with 5 kbps. The de-
lay using DARE is independent of the background traf-
fic. For both protocols, if nodes switch on and off more
frequently (low p) more delay is introduced, which is
caused by more frequently performed re-routing proce-
dures.

Let us now compare the average delay values of the
two protocols in a qualitative manner. If much back-
ground traffic is transmitted, EDCA suffers from a much
higher delay than DARE. For medium background traf-
fic load, both protocols show similar delay values. Only
if the background load is very low, EDCA is superior
to DARE. The reason for the latter result is that, in our
simulations, EDCA does not employ any exchange of
RTS/CTS messages. This lack of coordination, however,
can lead to high packet losses if small CW intervals are
used, as it is then very likely that the backoff timer of
two or more nodes expires at the same moment.

Thus, we also analyze the packet loss rate, which is
shown in Figure 3. As can be seen, DARE has a lower
packet loss rate for all values of the on/off time and all
background loads. Packet losses with DARE are mainly
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Figure 2: Average end-to-end delay of real-time packets

caused by interference from nodes that are more than one
hop away from the real-time transmission path. Some of
this interference is avoided, as discussed in Section 2,
but not all. As retransmission of lost packets makes of-
ten little sense in real-time applications, the high packet
loss rates of EDCA imply that data not to reach the final
destination node.
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Figure 3: Packet loss rate of real-time packets

In summary, if the background traffic load is small,
EDCA has slightly lower average time delay but higher
packet loss rate. For high background loads, however,
DARE has a much lower average time delay and lower
packet loss rate. We can also say that EDCA has a trade-
off between the packet loss rates and the time delay,
which does not exist for DARE.

5.2 Distribution of Packet Delay

We now analyze the delay of real-time packets in more
detail. Clearly, the end-to-end delay of a packet de-
pends on the number of hops h on the path between the
source and destination node. In our scenario, we pick the
source and destination node randomly on the given area.
Hence, the number of hops is a random variable. Sim-
ulations with the given parameters have shown that the
value range of h is between 1 and 6, where most source-
destination pairs have h = 2 and 3 (see also [5]).

Using DARE, the transmission duration is 7 =
4.8 ms. Since no random access is needed, the trans-
mission via one hop takes about this time. The total end-
to-end delay is the sum of the delays of each hop. If the
path between source and destination remains unbroken
during transmission, the end-to-end delay will be hr. If
the path breaks, the delay can also be higher than h7 be-
cause packets will be buffered during the repair process.
This behavior is well reflected in the DARE simulations
results shown in Figure 4.
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Figure 4: End-to-end delay of real-time packets

The cumulative distribution function (cdf) of the end-
to-end delay is a step function with step width 7. The
delay cdf for ;1 = 600s can be interpreted as follows:
About 20 % of all real-time packets are transmitted via
only one hop (h = 1), hence their delay is 5 ms. About
50 % of all real-time packets experience a delay that is at
most 10 ms, about 70 % have at most 15 ms, and so on.
The result is similar for . = 900 s with slightly increased
occurrence of lower delays caused by less frequent path
breaks. If the number of hops is known, the packet de-
lay is quite predicable; a sudden change of the packet
delay only occur for the first packets upon repair of a
broken path. In total, the experienced jitter is very low.
As we decrease the background load to A = 10 kbps and
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Figure 5: Delay of real-time packets after & hops. The results for A\ = 5kbps and 10 kbps are very similar.

finally A = 5 kbps, the performance of EDCA improves
but is still inferior to DARE (except for some particular
delay bounds around 20ms if 4 = 600s). The delay
behavior of packets using EDCA is completely differ-
ent. Due to the random nature of the medium access in
EDCA, the delay can now take values from a continuous
value range. Hence, the cdf is no longer a step function.
For much background traffic, EDCA achieves a much
lower performance than DARE. In the simulation with
A = 100 kbps and i = 600 s, for instance, a delay below
20 ms is achieved by about 50 % of all packets, compared
to more than 80 % using DARE. Also the jitter in the de-
lay using EDCA is higher and increases with increasing
number of hops.

In a last experiment, we are now interested in the de-
lay for all real-time packets at a given hop distance h
from the sender. The ideal delay value at hop distance
h would be hT with 7 = 4.8ms. Figure 5 shows the
measured results for h = 1, 3, and 5. Using DARE, al-
most 100 % of the real-time packets arrive at the first hop
within 4.8 ms and at the third hop within 14.4 ms. About
95 % of the packets arrive at the fifth hop within 24.2 ms.
Hence, almost all packets arrive at a well-defined time,
thus no jitter occurs. Using EDCA, there are some few
packets that arrive faster than with DARE. The major-

ity of packets, however, arrives later. For example, with
A = 100 kbps background load and ¢ = 600s, the de-
lay of 80 % of the packets is still above 24.2ms at the
fifth hop.

6. Conclusions

This paper investigated the differences between two
QoS-enabling MAC protocols applied in WLAN-based
wireless ad hoc networks. We compared the end-to-
end delay of the standardized, priority-based 802.11e
EDCA and our reservation-based DARE protocol. The
simulation-based analysis was done in a random network
where nodes switch on and off, hence forcing the reser-
vation to break and re-establish.

In conclusion, DARE has the capability to give real-
time flows a more stable end-to-end delay with very low
jitter. A major advantage is its capability to offer a guar-
anteed delay of real-time packers even if the background
traffic is very high. This is especially important to pro-
vide QoS to important traffic flows in overload scenar-
ios. EDCA can offer a bounded average end-to-end de-
lay, but the delay jitter is much larger, especially for a
high number of hops and much background traffic. Even
in scenarios where paths break often and the reservation



repeatedly has to be re-established, DARE outperforms
the less complex priority mechanism EDCA both in de-
lay and packet losses.

Ongoing research activities include the support of
multiple reservation flows and a thorough analysis of the
impact that DARE has on the non-real-time traffic.
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